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Problem Definition and Contribution
Facial landmarks detection is a crucial step for many face analysis problems
such as verification, recognition, attributes estimation, etc.

Key contributions: We present DCFE, a robust method that combines the
best of existing approaches.
• A CNN to obtain a set of probability maps without face shape enforcement.
• A 3D model to exploit rigid pose information.
• A properly initialized ERT to estimate non-rigid face deformation.

Algorithm
1. CNN to obtain probability maps: Obtain a set of probability maps, P(I),
indicating the position of each landmark in the input image. The maximum of
each smoothed probability map determines the 2D landmark locations.

2. 3D face model: Compute the initial shape by fitting a rigid 3D head model
to the estimated 2D landmarks locations. We project the 3D model onto the
image using the rigid transformation estimated by the POSIT algorithm.

3. ERT for non-rigid shape estimation: ERTs are very efficient and precise
when properly initialized. Let S = {si}Ni=1 be the set of train face shapes,
where si = (Ii,x
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• Feature extraction. The feature is computed as
the difference between two pixels values from a
FREAK pattern around a random landmark and
its associated probability map P(I).

• Learn coarse-to-fine regressor. A key problem
is the lack of samples showing all possible combi-
nations of face parts deformations. We introduce
the coarse-to-fine ERT architecture to provide lo-
cal improvements in difficult samples.Experiments

300W public
Common Challenging Full

pupils corners pupils corners pupils corners
NME NME NME NME NME NME AUC8 FR8

RCN [2] 4.67 - 8.44 - 5.41 - - -
DAN [3] 4.42 3.19 7.57 5.24 5.03 3.59 55.33 1.16
TSR [4] 4.36 - 7.56 - 4.99 - - -
RAR [7] 4.12 - 8.35 - 4.94 - - -
SHN [8] 4.12 - 7.00 4.90 - - - -
DCFE 3.83 2.76 7.54 5.22 4.55 3.24 60.13 1.59

300W private
Indoor Outdoor Full
corners corners corners

NME AUC8 FR8 NME AUC8 FR8 NME AUC8 FR8

MDM [5] - - - - - - 5.05 45.32 6.80
DAN [3] - - - - - - 4.30 47.00 2.67
SHN [8] 4.10 - - 4.00 - - 4.05 - -
DCFE 3.96 52.28 2.33 3.81 52.56 1.33 3.88 52.42 1.83

COFW
pupils occlusion

NME AUC8 FR8 precision/recall

DAC-CSR [1] 6.03 - - -
Wu et al. [6] 5.93 - - 80/49.11
SHN [8] 5.6 - - -
DCFE 5.27 35.86 7.29 81.59/49.57

AFLW
height
NME

CCL [9] 2.72
DAC-CSR [1] 2.27
TSR [4] 2.17
DCFE 2.17
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