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Abstract

Experiments

Method

Generalization is an essential property for any deepfake detection method to be used 

with real world data. At test time, the model must handle unseen types of manipulations.

Deepfakes can be spotted via spatial and temporal clues. However, most methods 

cannot correctly leverage temporal clues.

We leverage a spatiotemporal face alignment task to focus on the temporal 

consistency of facial movements. This is done via motion heatmaps. Multi-channel 

heatmaps (𝑀 ≥ 2) can be used to represent the direction of the movement.

Our multi-task framework (SFA) combines a deepfake detection task with a face 

alignment task in a video transformer architecture:

The benefits of our approach are two-fold:

1. The network focuses more on temporal consistency, improving the detection of 

temporal artifacts.

2. Attention to unrelated parts of the input sequence is reduced.
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